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Abstract 

Automatic road crack detection is a vital transportation maintenance responsibility 

for ensuring driving comfort and safety. However, manual inspection is considered 

risky because it is time-consuming, costly, and dangerous for inspectors. 
Automated road crack detecting techniques have been extensively researched and 

developed in order to overcome this issue. Despite the difficulties, most proposed 

methodologies and solutions involve machine vision and machine learning, which 

have recently acquired traction largely due to the increasingly more affordable 
processing power. Nonetheless, it remains a difficult task due to the inhomogeneity 

of crack intensity and the intricacy of the background. In this paper, a 

convolutional neural network-based method for crack detection is proposed. 
Recent advancements inspire the method of machine learning to computer vision. 

The primary goal of this work is to employ convolutional neural networks to detect 

road cracks. Data in the form of images has been used as input, preprocessing, 

and threshold segmentation are applied to the input data. The processed output is 
fed to CNN for feature extraction and classification. The training accuracy was 

found to be 96.20 %, the validation accuracy to be 96.50 %, and the testing 

accuracy to be 94.5 %. 
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INTRODUCTION 

Pavement performance can be negatively impacted by various factors [1]. The road 

deteriorates from elements like the sun and rain over time. Human mistakes, moving vehicles, 

poor pavement materials, poor construction, and negligent maintenance are also major 

contributors to pavement deterioration. Damaged roads that are not promptly repaired can 

lower road lifespan, degrade road quality, and possibly lead to accidents [2]. Existing methods 

of road crack detection rely mostly on manual inspection, which can be time-consuming and 

labor-intensive, disruptive to traffic flow, dangerous for inspectors, and prone to human error. 

As a roadway expands rapidly, it becomes increasingly challenging to meet the detection 

criteria of such a massive infrastructure project, and current methods fall far short of the mark 

[3]. 

Therefore, crack detection must be automated to replace manual defect inspection methods 

for rapid, effective, and reliable damage assessment. Crack detection has recently been 

automated using several testing methods, including laser, infrared, thermal, radiographic, and 

thermal testing methodologies [4, 5, 6]. Lately, there has been a rise in image-based 

approaches for crack detection. Images of the concerned portion are taken and then analyzed 

algorithmically for cracks. This approach is quick, cheap, and reliable. It is possible to 
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classify the techniques as either image processing or machine learning. Filters, morphological 

analysis, statistical approaches, and percolation techniques are used in the image processing 

methods for crack detection [7][8], and no model training process is necessary. However, with 

machine learning, a dataset of images is gathered and fed into the machine learning model of 

choice during the training phase. While preprocessing and noise removal in image processing 

may be required for such approaches, the actual detection of cracks is left to a trained learning 

algorithm [9]. 

An image processing-based technique for crack detection is depicted in Figure 1. The first 

step is to take pictures of the intended part using a camera or other imaging device. After that, 

filters, segmentation, and other methods are used to clean up the photos by removing 

unwanted details like noise and blemishes. Converting the image to grayscale or binary form 

may be necessary depending on the approach to detect cracks. The resulting image is fed into 

the crack detection algorithm, which employs several image processing methods (such as 

edge detection) to isolate the damaged area of the picture. Such evaluations are useful in 

determining the extent of a crack. Figure 2 shows the fundamental procedures to construct an 

ML model for crack detection. It is necessary to initially collect a dataset including examples 

of surface cracks for the machine learning model to analyze. To improve the quality, the 

images undergo a preprocessing phase in which image processing techniques are used to 

eliminate shadows, crop the images, and enhance brightness and contrast. Next, the photos are 

labelled, with the cracks being annotated. A manual or labelling tool can be used to carry out 

this procedure. Next, a machine learning model for crack detection should be chosen. Support 

vector machines (SVM), convolutional neural networks (CNN), and decision trees are some 

of the machine learning models that have been employed in past studies for crack detection 

[10]. Next, researchers formulate an optimization function to reduce the loss or training cost 

[11, 12, 13, 14]. The dataset contains a collection of annotated images that will be used to 

train the specified model. After the model has been trained, it will be applied to a new batch 

of images to determine how well it can distinguish between different types of cracks. 

Most of the earliest approaches [15, 16, 17] relied on threshold processing algorithms that 

assumed the crack pixel was darker than its neighbors. The threshold segmentation approach 

was frequently utilized in early image segmentation techniques because of its ease of use and 

speed. Early researchers proposed a number of threshold-based automatic detection methods 

from multiple perspectives. For example, automatic crack detection was proposed by [16], 

who suggested using a threshold technique based on the neighboring difference histogram. 

Experimental findings are improved above those obtained with the standard threshold method 

because this method maximizes the difference between crack and non crack pixels.  
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Figure 1. Image processing-based technique for crack detection 
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Figure 2. ML-based technique for crack detection 
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In order to detect cracks in the pavement, [17] used a linked domain technique (directed 

segmentation expansion algorithm) to produce a binary image, which was then processed. The 

threshold segmentation approach is typically used in conjunction with other algorithms to 

improve segmentation accuracy due to its reliance on gray-level features and its susceptibility 

to noise. According to [18], they discovered that false positives could be caused by the 

presence of non crack features in the image. It is hypothesized that the non crack image's 

crack area can be obtained by averaging the pixels' grey levels along the linear object's inner 

and outer boundaries. First, the image is split into many overlapping sub image regions by 

[19]. Sub images were then segmented, and the cracks within them fused using the 

neighborhood difference histogram. The final step is to extract the picture region containing 

the crack. This approach works well for a limited number of complex cracks but fails across a 

wide range of complex backgrounds. 

In order to detect cracks, the CNN model is often used. This model uses a convolutional 

layer, a pooling layer, and a fully connected layer. The convolutional layer learns to 

differentiate between crack and non-crack images by extracting characteristics from them. 

Adjusting the image's dimensions on the pooling layer allows for down sampling, which 

reduces the file size. The final level of a CNN model is a fully connected layer, which 

receives the previous layer's output as input and maps it to an output label. A crack net is a 

convolutional neural network-based automatic pavement detecting system proposed by [20]. 

This technique has successfully implemented automatic detection of pavement cracks at the 

pixel level.   The crack net served as the basis for a deep network suggested by [21] for 

automatic pixel-level crack detection in a 3D image of an asphalt road. This network was 

given the name crack net-v. The crack net-v improved the accuracy and efficiency of the 

calculations due to its more complex structure and fewer parameters. To facilitate supervised 

learning at the pixel level, Crack net-v utilized a uniform space size across all layers. In order 

to automate the detection of cracks, the researchers in [22] created a trainable deep 

convolution neural network deep crack, which was able to learn the more complex aspects of 

crack representation. Features learned at various scales by successive convolution layers are 

combined to create a linear representation. Using this technique, they obtained image features 

with better representation characteristics in both large and small-scale feature maps. 

Using convolutional neural networks, [23] developed an identifier that can automatically 

detect cracks in images of solid surfaces. However, the detection rate was low for the 

discolored concrete. Cracks and other auxiliary damages such as voids, spalling, and cement 

corrosion have been identified from images using CNN classifiers that are less impacted by 

noise introduced by illumination, shadow, and projection [24]. In [25], they used deeper 

networks to detect pavement cracks, demonstrating the promise of deep learning. One of the 

difficulties in the literature is determining which holes are actual cracks and which are simply 

sealed over. Crack identification on road images with complex textures was the research 

subject of [26]. Specifically, they sought a solution to the difficulty of telling the difference 

between cracks and sealed cracks of the same breadth and brightness. A convolutional neural 

network (CNN) model is trained to distinguish between cracks, sealed cracks, and 

backgrounds in pavement images [27]. To perform pixel-based segmentation of cracks and 

sealed cracks, a thresholding procedure is used for the final image. The crack or sealed crack 

is extracted using a curve identification method based on tensor voting. A total of 800 photos 

are used in the system’s testing procedure. The system performed admirably with a recall of 

0.951 and a precision of 0.847. 

Inspired from machine learning techniques especially convolutional neural networks, this 

research has been conducted to detect pavement cracks using the CNN algorithm. The paper 
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is organized as follows. In Section 2, the proposed methodology is presented. After that, in 

Section 3, the experimental results are shown. Finally, this paper is concluded with a 

discussion presented in Section 4. 

 

METHOD 

Figure 3 depicts the architecture of the proposed road crack detecting model. Using the 

image data, road crack detection is executed. The employed training algorithm is 

convolutional neural networks (CNN). The input images undergo preprocessing, and the 

output from this stage is fed into the CNN. 

 

Data Preparation 

The dataset used for this study is Concrete Crack Images for Classification [28]. This 

dataset includes pictures of cracked concrete. The data is gathered from METU Campus. In 

order to facilitate image classification, the dataset is split into negative and positive crack 

images. Images are 227 x 227 pixels in size, with RGB channels for a total of 40000 images. 

There is a lack of consistency in high-resolution photographs concerning surface polish and 

lighting. In other words, no data enhancements such as random flipping or rotation are used.  

For this study, we selected 1500 images each from a positive and negative folder for the 

model training. Therefore, a total of 3000 images are used for training. For validation, the 

number of images selected is 600, out of which 300 are from a positive folder and 300 from a 

negative folder. Finally, 400 images are chosen for testing, with 200 from a positive and 200 

from a negative folder. Hence, the total number of images selected for this study is 4000. 

Figure 4 and Figure 5 show the sample of images from a positive and negative folder. 

 

Threshold Segmentation 

Image segmentation is a technique used in computer vision and image processing to 

partition a digital image into smaller parts called segments, regions, or objects (sets of pixels). 

The purpose of segmentation is to transform an image's representation into one that is simpler, 

more informative, and more accessible for analysis. Objects and boundaries (lines, curves, 

etc.) can be detected in an image with the help of image segmentation. When separating parts 

of an image, thresholding is the quickest and most straightforward technique. 
 

 
Figure 3. Proposed Workflow Diagram 
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Figure 4. Image samples from positive folder 

 

 
Figure 5. Image samples from negative folder 

 

This non-linear procedure takes a grayscale image and assigns one of two levels to each pixel 

based on whether or not it is below or above the threshold value. To rephrase, if the pixel 

value is larger than some threshold, it will be given one value (perhaps white). Otherwise, it 

will be given another value (maybe black). 

This study uses image thresholding over cracked and non-cracked road images. 

Thresholding separates an object from its background by labelling each pixel as either an 

object points or a background point based on its intensity relative to a predetermined 

threshold value. Figure 6 shows the original image and the threshold segmented image. 

In general, . 

If  is just a function of , then global thresholding applies. 

If  depends on both the global features  and the local features , then we have 

local thresholding. 

If  changes as a function of coordinates , we call this dynamic or adaptive 

thresholding. 

 

CNN Architecture 

Convolutional neural networks are a type of Deep Learning algorithm that can take in an 

input image, extract features (learnable weights and biases), and then classify the objects 

inside the image. When compared to other classification methods, CNN requires significantly 

less pre-processing time. While filters in primitive methods are usually hand-engineered, 

CNNs can be trained to learn the appropriate filters and other properties. Temporal and spatial 

dependencies in an image can be captured by CNN using appropriate filters. The architecture 

better fits the image dataset using fewer parameters and reusing weights. The CNN 

architecture used in this study is shown in Figure 7. 
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(a) 

 
(b) 

Figure 6. Original Image Vs Thresholded Image 

 

 
Figure 7. CNN Architecture 
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The network's input is a face image extracted from the input dataset. Three convolutional 

layers follow, each with polling applied. Filter sizes 3×16, 3×32, and 3×64 make up the three 

layers, respectively. In order to give the model more depth and the ability to identify more 

complex features, second and third convolution layers have been added. A max-pooling layer 

is of size 2×2. Pooling layers consolidate the features learned by convolutional layers in 

CNNs.  

In order to limit the number of parameters and computation required in the network, it 

gradually reduces the spatial size of the representation. A batch normalization layer follows 

the convolution layer, and then two fully connected layers have 348 and 348 neurons, 

respectively. Each mini-batch is normalized by batch normalization, a method for training 

neural networks. This settles the learning process and significantly reduces the number of 

training epochs needed to create neural networks. The significance of using such a 

configuration allowed this research to train the model at a smaller number of epochs per 

iteration. A dropout layer follows two fully connected layers with a dropout ratio of 50% to 

overcome overfitting. If the dropout layer is not there, the first batch of training data 

disproportionately greatly influences the learning process compared to subsequent batches. 

This, in turn, would prevent the learning of traits that only exist in later samples or batches 

from occurring. 

 

CNN Training 

The CNN is trained using input images of road cracks by adjusting several 

hyperparameters, including momentum, learning rate, dropout, batch size, and epochs. The 

hyperparameter data that was employed for the training of the CNN model presented in this 

study can be found in Table 1. 

 

RESULTS AND DISCUSSION 

Table 2 presents the hardware components used for this project. All the calculations and 

computations, including training and testing of the network, were performed on the laptop 

using Jupyter as IDE with Python language. 

 

Crack Image Labelling 

Labeling of crack images is an absolute necessity if the accurate classification of cracks is 

to be accomplished. The labelling has been determined based on whether or not there is a 

crack present. Each image has been given a label, which can be seen below in Table 3, which 

was utilized for classification. 

 

Experimental Outcomes 

Accuracy has been the primary metric by which we have evaluated the system's 

effectiveness. Seventy percent of the dataset is used to train the network, while the remaining 

30 percent is used for testing. The batch size is set at 150 iterations, and the evaluation runs 

for 30 epochs. The classification outcomes are dependent on whether or not a crack is present. 

Table 4 presents the training and validation performance parameters. 

The validation accuracy of this model came out to be 96.50%, which indicates that the 

predictions of this model are promising. In addition, the accuracy of the test data was 

encouraging, at 94.5%. The elapsed time for the model was also less, which contributed to its 

swiftness. Figure 8 shows the accuracy of test data. Also, Figure 9 represents the graphical 

visualization of performance parameters. 
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Table 1. CNN Training Options 
No. Hyperparameters Assigned Value 

1 Momentum 0.5 

2 Learning Rate 0.01 

3 Dropout 0.5 

4 Batch Size 150 

5 Epochs 30 

 

Table 2. Hardware Specifications 
Computer HP PAVILION 15-BC408TX 

CPU Intel Core i7-8750H (8th Gen) 

RAM 8 GB DDR4 RAM 

HDD 1TB 

GPU NVIDIA GeForce GTX 1050 

Graphics Memory 4GB 

 

Table 3. Data Labels 
Type Training Files Labels 

No Crack 1500 0 

Crack 1500 1 

 

Table 4. Training and Validation parameters 
No. Epoch Elapsed 

Time 

Accuracy Loss Validation 

Loss 

Validation 

Accuracy 

1 1/30 11s 4ms 0.8750 0.7662 0.5864 0.9633 

2 2/30 8s 3ms 0.9420 0.8692 0.7664 0.7567 

3 3/30 8s 3ms 0.9090 0.9478 0.5822 0.9553 

4 4/30 8s 3ms 0.9673 0.5207 0.5054 0.9653 

5 5/30 8s 3ms 0.9410 0.8936 0.7868 0.9463 

6 6/30 8s 3ms 0.9420 0.9162 0.7144 0.9557 

7 7/30 8s 3ms 0.9637 0.5642 0.5320 0.9657 

8 8/30 8s 3ms 0.9667 0.5257 0.5728 0.9663 

9 9/30 8s 3ms 0.9530 0.7312 0.8739 0.9447 

10 10/30 8s 3ms 0.9643 0.5566 0.5586 0.9550 

11 11/30 8s 3ms 0.9633 0.5746 0.5589 0.9560 

12 12/30 8s 3ms 0.9613 0.6008 0.8028 0.9653 

13 13/30 8s 3ms 0.9603 0.5300 0.5722 0.9663 

14 14/30 8s 3ms 0.9680 0.6122 0.6878 0.9440 

15 15/30 8s 3ms 0.9630 0.4734 0.5532 0.9450 

16 16/30 8s 3ms 0.9660 0.6131 0.5320 0.9467 

17 17/30 8s 3ms 0.9667 0.5089 0.5054 0.9653 

18 18/30 8s 3ms 0.9647 0.5771 0.5054 0.9553 

19 19/30 8s 3ms 0.9667 0.5361 0.5058 0.9543 

20 20/30 8s 3ms 0.9657 0.5246 0.6578 0.9653 

21 21/30 8s 3ms 0.9670 0.5563 0.5586 0.9760 

22 22/30 8s 3ms 0.9557 0.5236 0.5995 0.9557 

23 23/30 8s 3ms 0.9640 0.5412 0.5633 0.9253 

24 24/30 8s 3ms 0.9436 0.5265 0.5583 0.9660 

25 25/30 8s 3ms 0.9654 0.6895 0.5195 0.9447 

26 26/30 8s 3ms 0.9654 0.5660 0.8362 0.967 

27 27/30 8s 3ms 0.9640 0.5277 0.5252 0.9667 

28 28/30 8s 3ms 0.9670 0.5627 0.5347 0.9650 

29 29/30 8s 3ms 0.9647 0.6039 0.5434 0.9650 

30 30/30 8s 3ms 0.9620 0.6036 0.5592 0.9650 

 

 

 
Figure 8. Overall test accuracy 
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Figure 9. Graphical Visualization of Performance Parameters 

 

Figure 10 and Figure 11 show the predicted result from the crack and no crack image 

testing data, respectively. The image predictor functions have been constructed in such a way 

that if the prediction label is less than 0.8, then the image is predicted as having no crack. If it 

is greater than 0.8, the image is anticipated to have a crack. 
 

 

 
Figure 10. Predicted “Crack” Image 
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Figure 11. Predicted “No Crack” Image 

 

CONCLUSION 

This study aims to evaluate the effectiveness of applying machine learning to detect road 

cracks. The crack detection process was carried out in accordance with whether or not a crack 

was present in the input data. Concrete Crack Images for Classification was the database that 

was employed for this study. Determining the road crack through convolutional neural 

networks is the primary focus of this work. The input data in the form of images were 

preprocessed, and then threshold segmentation was performed on them. The output was fed to 

CNN, and it was there that the process of feature extraction and categorization took place. 

Considerable attention has been taken towards the configuration as well as the operation of 

the CNN model. The findings that were obtained showed tremendous potential. The accuracy 

of the training was determined to be 96.20 %, the accuracy of the validation was determined 

to be 96.50 %, and the accuracy of the testing was determined to be 94.5 %. 

This research will benefit significantly from future enhancements in the sphere of road 

crack detection. The presentation limits can be improved by utilizing deep learning 

procedures with various architectures like ResNet, U-Net, etc. Once identified, cracks can be 

further characterized based on the type of crack and the size of the crack. It is indeed 

conceivable that this will help determine how severe the crack is. Additionally, deep learning-

based segmentation techniques can be employed for detailed characterization alongside the 

use of multiple datasets. 
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